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INTRODUCTION

We introduce a hierarchical opinion formation dynamics where the leaders
aim at controlling the followers through a suitable cost function which char-
acterizes the leaders strategy in trying to influence the followers opinion.
Based on this microscopic model, we develop a Boltzmann type optimal
control approach following the ideas recently presented in [1].

MICROSCOPIC MODELING

We assume two populations one of followers and one of leaders with opin-
ions wi, w̃k ∈ I = [−1, 1] respectively evolving according to


ẇi =

1

NF

NF∑
j=1

P (wi, wj) (wj − wi) +
1

NL

NL∑
h=1

S (wi, w̃h) (w̃h − wi) ,

˙̃wk =
1

NL

NL∑
h=1

R (w̃k, w̃h) (w̃h − w̃k) + u,

wi (0) = wi,0 w̃k (0) = w̃k,0, i = 1, ..., NF k = 1, ..., NL.

(1)

• P,R, S : I × I → [0, 1] measure the strength of interactions

• u characterizes the strategy of the leaders and it is solution of the opti-
mal control problem

u = argmin {J(u,w, w̃)} ,

J(u,w, w̃) =
1

2

∫ T

0

{
ψ

NL

NL∑
h=1

(w̃h − wd)2 +
µ

NL

NL∑
h=1

(w̃h −mF )2

}
ds

+

∫ T

0

ν

2
u2ds

– ψ, µ ≥ 0 ψ + µ = 1

– wd ∈ I is the target opinion

– mF is the average opinion of the followers group.

INSTANTANEOUS BINARY CONTROL

• Split the time interval [0, T ] in M time intervals of length ∆t and con-
sider tn = ∆t n for every n = 1, ...,M .

• Solve sequentially the optimal binary control problem in each time
intervalw

n+1
i = wni + αP (wni , w

n
j )(wnj − wni ) + αS(wni , w̃

n
l )(w̃nl − wni )

wn+1
j = wnj + αP (wnj , w

n
i )(wni − wnj ) + αS(wnj , w̃

n
l )(w̃nl − wnj )w̃

n+1
k = w̃nk + αR(w̃nk , w̃

n
h)(w̃nh − w̃nk ) + 2αun

w̃n+1
h = w̃nh + αR(w̃nh , w̃

n
k )(w̃nk − w̃nh) + 2αun

where α = ∆t/2 and the control variable un is solution of

argmin

αψ2 ∑
p={k,h}

(w̃np − wd)2 +
αµ

2

∑
p={k,h}

(w̃np −mn
F )2 + ν(un)2

 .

• The implicit feedback control un can be inverted. We obtain

2αun =−
∑

p={k,h}

β

2

[
ψ(w̃np − wd) + µ(w̃np −mn

F )
]
− αβ

2
(R(w̃nk , w̃

n
h)

−R(w̃nh , w̃
n
k ))(w̃nh − w̃nk ),

where β = 4α2/(ν + 4α2).

BOLTZMANN TYPE CONTROL

Introduce a density distribution of followers fF (w, t) and leaders fL(w̃, t)∫
I

fF (w, t) dw = 1,

∫
I

fL(w̃, t) dw̃ = ρ ≤ 1.

Post-interaction opinions are given by

• Leader-leader{
w̃∗ = w̃ + αR(w̃, ṽ)(ṽ − w̃) + 2αu+ θ̃1D̃(w̃)

ṽ∗ = ṽ + αR(ṽ, w̃)(w̃ − ṽ) + 2αu+ θ̃2D̃(ṽ),

where the feedback control becomes

2αu =− β

2
[ψ ((w̃ − wd) + (ṽ − wd)) + µ ((w̃ −mF ) + (ṽ −mF ))]

− αβ

2
(R(w̃, ṽ)−R(ṽ, w̃))(ṽ − w̃).

• Follower-follower{
w∗ = w + αP (w, v)(v − w) + θ1D(w)

v∗ = v + αP (v, w)(w − v) + θ2D(v).

• Follower-leader{
w∗∗ = w + αS(w, ṽ)(ṽ − w) + θ̂D̂(w)

ṽ∗∗ = ṽ.

Where θ̃1,2, θ1,2, θ̂ are random variables with zero mean and finite variance
σ̃2, σ2, σ̂2 and 0 ≤ D̃,D, D̂ ≤ 1 represent the local relevance of diffusion.

BOLTZMANN DYNAMIC

For a test function ϕ we describe the evolution of fF (w, t) and fL(w̃, t)
thanks to the integro-differential equation of Boltzmann type

d

dt

∫
I

ϕ(w)fF (w, t) = (QF (fF , fF ), ϕ) + (QFL(fL, fF ), ϕ)

d

dt

∫
I

ϕ(ṽ)fL(ṽ, t)dṽ = (QL(fL, fL), ϕ) ,

(2)

where QF (·, ·), QFL(·, ·), QCL (·, ·) are Boltzmann collisional operators

(QF (fF , fF ), ϕ) = ηF

〈∫
I2

(ϕ(w∗)− ϕ(w))fF (w, t)fF (v, t)dwdv

〉

(QFL(fF , fL), ϕ) = ηFL

〈∫
I2

(ϕ(w∗∗)− ϕ(w))fF (w, t)fL(ṽ, t)dwdṽ

〉
(QL(fL, fL), ϕ) = ηL

〈∫
I2

(ϕ(w̃∗)− ϕ(w̃))fL(w̃, t)fL(ṽ, t)dw̃dṽ

〉
.

Under the simplified hypothesis P ≡ S ≡ 1 and R(w̃, ṽ) = R(ṽ, w̃) we prove
that in absence of diffusion, since mF ,mL → wd as t→∞, the quantities∫

I

fF (w, t)(w − wd)2dw =EF (t) + w2
d − 2mF (t)wd

1

ρ

∫
I

fL(w̃, t)(w̃ − wd)2dw̃ =EL(t) + w2
d − 2mL(t)wd

converge to zero as soon as t → ∞, i.e. the steady state solutions are Dirac
delta functions centered in the target opinion wd.

QUASI INVARIANT OPINION LIMIT

Let consider the scaling parameter ε > 0 then

α = ε, ν = εκ, σ2 = ες2, σ̂2 = ες̂2, σ̃2 = ες̃2,

ηF =
1

cF ε
, ηFL =

1

cFLε
, ηL =

1

cLε
, β =

4ε

κ+ 4ε
.

(3)

This approach leads to a constrained Fokker-Plank system for the description
of the opinion distribution of leaders and followers.

FOKKER-PLANK EQUATIONS

Thanks to the scaling (3) for the Boltzmann equations (2), up to a second order Taylor expansion, we obtain as long as ε→ 0

• Fokker-Plank equation for the followers distribution fF

∂fF
∂t

+
∂

∂w

(
1

cF
KF [fF ](w) +

1

cFL
KFL[fL](w)

)
fF (w) =

1

2

∂2

∂w̃2

(
ς2

cF
D2(w) +

ς̂2ρ

cFL
D̂2(w)

)
fF (w),

KF [fF ](w) =

∫
I

P (w, v)(v − w)fF (v, t)dv, KFL[fL](w) =

∫
I

S(w, w̃)(w̃ − w)fL(w̃)dw̃.

• Fokker-Plank equation for the leaders distribution fL

∂fL
∂t

+
∂

∂w̃

(
ρ

cL
H[fL](w̃) +

1

cL
KL[fL](w̃)

)
fL(w̃) =

1

2

ς̃2ρ

cL

∂2

∂w̃2
D̃2(w̃)fL(w̃),

K[fL](w̃) =

∫
I

R(w̃, ṽ)(ṽ − w̃)fL(ṽ, t)dṽ, H[fL](w̃) =
2ψ

κ
(w̃ +mL(t)− 2wd) +

2µ

κ
(w̃ +mL(t)− 2mF (t)) .

NUMERICAL SIMULATIONS

Numerical result demonstrate the validity of the Boltzmann type control approach and the capability of the leaders control to strategically lead the followers
opinion. We assume that the five per cent of the population is composed by opinion leaders and in every figure the leaders profiles have been magnified by a
factor ten. In all the results we chose as scaling parameter ε = 0.01 and we use the notation ĉFL = cFL/ρ and ĉL = cL/ρ.

TEST 1: LEADERS DRIVING FOLLOWERS
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• Simulation of the model (2) for initial distributions fF ∼ U([−1,−0.5])
and fL ∼ N(wd, 0.05), wd = 0.5,

– ĉFL = 0.1, ĉL = 0.1, cF = 1

– ψ = µ = 0.5.

TEST 2: MULTIPLE LEADERS POPULATION

Let M > 0 be the number of families of leaders such that∫
I

fLp
(w̃)dw̃ = ρp ĉFLp

=
cFLp

ρp
p = 1, ...,M.


d

dt

∫
I

ϕ(w)fF (w, t)dw = (QF (fF , fF ), ϕ) +
M∑
p=1

(
QFL(fLp

, fF ), ϕ
)

d

dt

∫
I

ϕ(w̃)fLp(w̃, t)dw̃ = (QL(fLp , fLp), ϕ), p = 1, . . . ,M.

(4)
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• Simulation of the model (4) for initial distributions fF ∼ U([−1, 1]) and
fLp ∼ N(wdp , 0.05), wd1 = −wd2 = 0.5

– ĉFL1
= ĉFL2

= 0.1, ĉL1
= ĉL2

= 0.1, cF = 1,

– ψ1 = ψ2 = 0.5 and µ1 = µ2 = 0.5.

TEST 3: TIME-DEPENDENT STRATEGIES

Let us define for every t ∈ [0, T ]

ψp(t) =
1

2

∫ wdp+δ

wdp−δ
fF (w)dw +

1

2

∫ mLp+δ̄

mLp−δ̄
fF (w)dw, µp(t) = 1− ψp(t)

• δ, δ̄ ∈ [0, 1] fixed

• mLp
average opinion of the p-th leader.
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• Simulation of the model (4) with time dependent coefficients,

– skewed followers initial distribution fF ∼ Γ(2, 1
4 ), leaders initial

distributions fL1
∼ N(wd1 , 0.05) and fL2

∼ N(wd2 , 0.05),

– ĉFL1 = 0.1, ĉFL2 = 1, ĉL1 = ĉL2 = 0.1, cF = 1 .
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